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1 INTRODUCTION

As Dennard scaling/Moore’s Law have come to an end, ar-
chitects and programmers have had to find creative ways
to improve the performance, power, and reliability of their
systems. In the worlds of compute and cache resources, the
limits of process scaling are met head-on via innovative
hardware-software co-designs. For instance, modern CPUs
and their caches expose numerous primitives to enable fine-
grained tuning according to system needs. System software
controls virtual-to-physical page mappings in the TLB, with
the ability to set sizing, access permissions, and other meta-
data about these mappings. The behavior of loads and stores
in the cache hierarchy can be customized via instructions of
different operand widths, cacheability, coherence properties,
and prefetching effects. Such flexibility enables managers of
complex hardware-software systems, such as cloud providers,
to make intelligent trade-offs among performance, power,
and reliability in compute and cache resources.

In contrast, the main memory system is yet to exploit the
same level of hardware-software co-design. Despite over a
decade of research proposals [1, 4, 6-10, 13, 14, 16, 18-23, 26—
28] demonstrating that main memory would benefit from
additional configurability, today’s cloud providers have little
control over how their servers make use of DRAM. Commod-
ity memory controllers are essentially black boxes, offering
little-to-no configurability, further complicated by imprecise
or incomplete specifications and documentation. Thus, very
little tuning of the main memory system of a server-class ma-
chine is possible in practice because (1) memory controllers
and BIOS software only expose coarse-grained settings, and
(2) the monolithic nature of memory controllers leaves little
room for parameterization per address region.

Notably, main memory is an increasingly-important bot-
tleneck for a wide range of applications [3], especially in the
age of big data. Furthermore, DRAM reliability continues to
decline with process scaling, indicating reliability-insurance
mechanisms may limit performance gains in forthcoming
DRAM [2, 12, 14]. Finally, as we move towards heteroge-
neous computing—in which a variety of processing units
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share main memory—the importance of DRAM configurabil-
ity to application trade-offs will continue to rise.

Thus, we posit that now is the time for software-defined
memory controllers, particularly in multi-tenant environ-
ments such as the cloud. In our vision for a software-defined
memory controller, system software (e.g., a hypervisor) could
dynamically fine-tune controller settings and parameters ac-
cording to the needs of its various applications/guests.

Inspired by prior work in hardware optimizations to the
main memory system, we briefly describe key limitations
in today’s memory controllers and how a cloud provider
would benefit from additional configurability in these areas
(among many others). Our ultimate goal is to encourage
the academic and industry research communities to further
pursue innovation in software-defined memory controllers.

2 LET’S ADDRESS ADDRESSING

A key form of memory controller configurability would be
fine-grained control of physical address to DDR logical ad-
dress mappings. Such control would provide a crucial build-
ing block for configuring arbitrary memory parameters on a
per-DRAM-region basis (e.g., DRAM page/row policies, DDR
timings, refresh rates, etc.).

Each physical address in the system maps to exactly one
DDR logical address (i.e., a hierarchical address identifying
a location in DRAM via a specific channel, module, rank,
bank, row, and column). The parallel in the CPU realm is a
virtual-to-physical address mapping, which system software
typically controls at page-sized granularity. Given control
over virtual-to-physical mappings, a cloud provider can eas-
ily reason about and configure properties of individual pages.

However, unlike software-defined virtual-to-physical map-
pings, physical-to-DDR logical mappings are determined via
BIOS parameters. Typically, DDR logical addressing is only
configurable in terms of a coarse-grained trade-off between
bank-level parallelism and row buffer locality [5], even if
selectable at runtime [8]. To exploit bank-level parallelism,
consecutive cache lines can be interleaved (i.e., spread) across
different banks of DRAM, as different banks can be accessed



in parallel to increase throughput. To exploit row buffer lo-
cality, consecutive cache lines can instead map to the same
row of DRAM, as accessing the same row (akin to a cache
hit) is faster than accessing another row in the same bank.

Intuitively, different workloads can be limited by different
mappings; optimizing for bank-level parallelism can decrease
row buffer hits (thereby increasing latency), while optimiz-
ing for row buffer hits can decrease bank-level parallelism
(decreasing bandwidth). Despite these limits, the mappings
in today’s servers are largely “one size fits all.” For example,
with default interleaving enabled on an Intel Skylake server
with 192 banks/socket (1 GB per bank), we find that a 2 MB
huge page is interleaved across every bank in a single socket.

Such pervasively-applied interleaving can create perfor-
mance and security problems between workloads co-located
on the same bank(s). For performance, workloads that would
otherwise experience high row buffer locality see hit rates
decline due to row buffer contention with co-located appli-
cations. For security, inter-mixing different trust domains
on the same bank can lead to inter-domain Rowhammer bit
flips [11] and timing side channels [24].

To combat these problems, a software-defined memory
controller could offer “middle grounds” between pervasive
system interleaving and optimal row buffer locality, depend-
ing on the server’s software stack. For example, a hypervisor—
whose DRAM footprint arguably benefits more from isola-
tion than bank-level parallelism—could be limited to an ex-
clusive set of banks and thus relatively-isolated from its VMs.
Workloads that have inherently-low row buffer hit rates
could be similarly isolated to avoid row buffer contention.

One can imagine multiple implementations of such a de-
sign, including a memory controller-based address transla-
tion unit (akin to TLBs for DRAM caches [17]), or simply
additional per-region configuration registers to support finer-
grained translation settings (e.g., per DRAM bank group).
We encourage additional proposals, designs, and evaluations.

3 GETTING META ABOUT OUR DATA

Today’s DDR4 servers include 64 bits of metadata for each
512-bit cache line. These bits are used to implement a line’s
error correction code (ECC) and are not currently exposed to
system software. However, as prior work [19] has shown, ap-
plications can benefit from dynamically re-purposing these
bits for extra storage, in exchange for decreased ECC protec-
tion where acceptable (e.g., fault-tolerant applications).
Especially with DDR5 doubling the amount of metadata
per line (i.e., to 128 bits), we propose that the level of meta-
data configurability should be even broader than re-using
ECC for extra storage: system software should configure the
use of the bits on a per-application basis. In doing so, soft-
ware can make efficient use of the sizable “metadata” space

according to its own needs (e.g., increasing storage capacity
as previously proposed, tracking access count, and defining
and enforcing security domains, among arbitrary uses).

4 THE LATENT LATENCY PROBLEM

Over the past decade, there have been significant improve-
ments in the capacity and bandwidths of servers’ memory
systems. However, latency has essentially remained flat [3].

The aforementioned (§2) fine-grained control of DDR log-
ical addressing offers a simple avenue for improving DRAM
latency. As a basic example, workload-friendly addressing
could provide decreased latency via better row buffer locality
and/or bank-level parallelism.

More broadly, given fine-grained address mappings, cloud
providers could tune each region’s performance settings
according to system needs. For instance, data with a lifetime
shorter than a DRAM refresh interval (e.g., 64 or 32 ms)
need not be refreshed to preserve its value, avoiding refresh-
induced delays of demand reads. Similarly, prior work [15]
shows that the DRAM write scheduling policy can be tuned
to reduce write-caused interference in the performance of
demand reads, wherein a read must be delayed due to the
data bus processing write(s).

Despite these opportunities, reducing DRAM latency will
require further cooperation from DRAM vendors. A software-
defined memory controller alone cannot enable many promis-
ing ideas, such as tiered-latency DRAM [16], relaxed DDR
timing parameters [6, 26], in-DRAM caching [25], and se-
lective data refresh [1, 4]. Nonetheless, we expect such a
memory controller to inspire DRAM vendors to expose addi-
tional internal knobs to software-level control.

5 LOOKING AHEAD

The systems and architecture communities are increasingly
turning to hardware-software co-designs to efficiently, flexi-
bly, and scalably solve problems in a post-Moore’s Law world.
Software-defined memory controllers would at long last in-
troduce this paradigm into main memory management, en-
abling cloud providers to better control the performance,
power, and reliability of their costly DRAM. It is our hope
that the pursuit of software-defined memory controllers will
encourage increased collaboration between cloud providers
and memory controller vendors, in order to provide the fea-
ture set most useful for customer needs. Furthermore, we
hope that the observed benefits of software-defined memory
controllers will spur additional collaboration with DRAM
vendors to achieve even greater gains via new levels of in-
DRAM configurability.
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